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FOREWORD

This report is an interim report which summarizes one phase of

research that is being carried out at Purdue University in the area

of communication theory under NASA Grant NsG-553.
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ABSTRACT

This research has been concerned with the study of two aspects of

phase lock loop systems. The first is the effect that the phase com-

parator, a non-linear device operating on the _hase difference between

reference and signal has on overall performance. The second directly

related to the first, is the study and defining of the threshold phe-

nomena.

Several comparators were chosenad-hoc and analyzed using a Fokker-

Planck model. Because the model is only approximate in the threshold

region a carefully designed experimental evaluation of a first and

second order sine, tanlock and tanlock squared comparator was under-

taken.

It is shown that the additional complexity involved in using other

comparators rather than the relatively simple sine comparators can be

justified particularly when additional tracking range is required. For

second order systems, it is shown that critical damping provides opti-

mum performance in terms of tracking and threshold. The inclusion of a

section on the limiter is given for comparison purposes.

The threshold is defined in terms of the rate of cycle slipping

i.e., as output spikes/sec. It is an easily measurable quantity and
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the acceptable level once chosen is independent of modulation, noise and

loop filter. It also provides the easiest method of comparing the

thresholds of various systems since the curves are all parallel to each

other. It is also shownthat in manycases of interest the output

spikes follow a poisson time distribution.
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I_ INTROVJCTION

1.1. Probl_n Statement

For the most part past studies of phase lock loop systems have been

constrained to analysis of systems employing a sine comparator. Approxi-

mate and exact loop models under various conditions of signals and noise

have been considered and in some cases optimization procedures were ap-

plied. Despite such articles available in the literature and the fre-

quent use of phase lock loops in communication systems, several problems

associated with this device remain.

The purpose of this research has been to investigate two of these

problems carefully so that fundamental behavior might be observed and

design curves developed where appropriate.

One problem which has proven to be a fruitful area of research is

the effect that the phase comparator, a non-linear device operating on

the phase difference between reference and signal, has on overall per-

formance. The second problem, directly related to the first, which has

been given careful consideration in this research, is the threshold

phenomena.

1.2. Previous Work

Though originally developed for commercial T. V. systems, phase

lock loops now find wide use in present day communication systems. Be-

cause of its versatility the phase lock loop has found many



applications including

(1) Tracking systems where it is necessary to overcomethe fre-
quency uncertainties due to transmitter instabilities,
doppler shift and rate of change of doppler,

(2) Demodulation of narrowband and wideband f. m. signals,

(3) Narrowband filtering to improve the carrier to noise
ratio, CNR,providing a coherent carrier for synchronous
detectors_

(4) Telemetry systems where PSKand FSKcoded carriers are
used and

(5) Signal Synthesis.

Thoughcontributions to the study of phase lock loops are manyand

diverse, they can be categorized as considering the (1) signal with no

noise case or (2) the signal with noise case. The latter problem being

the most difficult has been attacked by using either (a) linear analy-

sis, (b) quazi-linear analysis or (c) in a limited number of cases,

exact solutions.

In the first case Gruen(1), Cahn(2), Baker(3), and Rey(4) found

approximations for the capture range for second order systems under

special conditions. A thorough analog computer analysis of the phase

plane behavior of first, second and third order phase lock loops was

done by Viterbi (5) Healso provides somedesign criteria for damp-

ing and synchronization times. Richman(6)'"madea significant contri-

bution by establishing a series of design formulas interrelating damp-

ing, noise bandwidth and synchronization times for the second order

(phase lag filter) case over a wide range of values. Byrne(7) and

Goldstein (8) did an analysis similar to Richman's(6) for the sawtooth

comparator over a wide range of values, while Robinson(9) did a



digital computer analysis of the second order case using a tanlock com-

parator. Other than the two latter papers all work has been done with

the simple slne comparator. The difficulty of solving the non-linear

equation precludes any exact solution except for the first order case.

When small signals and noise can be assumed, a linear analysis of

the system is possible. Both Jaffe and Rechtin (I0) and Gilchriest (II)

optimized in a mean square sense, the loop filter for several types of

signals and noise. They were able to conclude that a phase lock loop

used with a llmlterwas an ideal combination for worst case design and

showed that AGC was at best a poorer substitute.

By adding second and higher order terms using a perturbation

technique, Margolis (12) was able to get a more accurate result for the

phase variance than that obtained from a linear analysis. Schilling (13)

studied the response of a second order system to a noisy f. m. signal

using an iteration method, but gives no comparison with exact solutions.

VanTrees (14) used the Volterra expansion technique to study the re-

sponse to noise, but the result diverges for the high noise case as

does the result of Margolis.

The quasl-linear technique of Booton (15) has permitted several

authors such as Develet (16) and Roblnson (9) to make a more direct attack

on the threshold problem. The former has found the optimum demodulation

curve for a phase lock loop for all CNR, but the gaussian assumption is

not valid in the CNR region where the threshold actually occurs. Tne

latter, studying the tanlock system also developed some threshold curves.

However, the model as well as the gaussian assumption are not valid for

low CNR leaving the results questionable.
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Recently Viterbi_17It _ found the exact solution for the first order

phase lock loop and established bounds for/higher order systems 3 using

Fokker-Planck t_echniques. Lindsey (18)__, in a very significant work, has

built on this and found excellent approximate solutions for the second

order sine system and demonstrated their validity with experimental re-

sults °

In conclusion it should be noted that Lehan and Parks (19) and

Youla (20) demonstrated that the optimum, non-realizable estimation of

a f. m. or p. m. signal required a system similar in form to 'the sim-

J

plest phase lock loop. However, it has not yet been shown that the

generally used loop is the optimum realizable demodulator or tracking

system.

1.3. Content and Contributions

Considerable effort w_s spent in attempting various analytical ap-

proaches for the two stated problems for systems involving the more

general phase comparators. Limited success was achieved. Thus it was

decided that only a thorough and complete experimental analysis of a

laboratory model as a complementary effort to the analytical work would

shed light on the desired solutions. In this way a significant contri-

bution has been made by this research effort and the sought after answers

were resolved satisfactorily.

Chapter 2 includes the derivation of the exact and approximate

equivalent circuits for the class of phase lock loop systems considered

in this research. The criteria of performance listed are used for com-

paring the results presented in each of the succeeding chapters.



In Chapter 3, the evaluation of several comparators of interest was

made using the Fokker-Planck Model. The failure of the model to be e_ct

for all systems near threshold is carefully discussed° From this , the

motivation for pursuing the experimental research was derived.

Since critical experimental evaluation was necessary, a thorough

discussion of the important measurement and verification techniques is

given in Chapter 4. It should be noted that some of these techniques

are unique with this research. If necessary they are easily adaptable

to computer simulations.

A set of universal design curves _as established from the experi-

mental results for all the first order systems evaluated in Chapter 5.

A modified tanlock syst_n_as introduced which showed considerable im-

prov_nent over the ordinary tanlock system of Chapter 2. Also, con-

siderable attention is given to the threshold phenomena since it is

typical of feedback systems with a periodic non-linearity.

Chapter 6 presents the results of second order systems using two

types of filters in the forward path of the loop. Comparisons are

given for these systems with comparable first order systems. Evidence

is given to support the use of critical damping for such systems even

when operation takes place in the highly non-linear regions.

Chapter 7 presents the performance of several phase lock loop sys-

tems when used in conjunction with a limiter. Comparisons with the re-

sults of Chapter 5 are discussed, since the threshold characteristics

are different.

A thorough discussion of the threshold results along with a precise

definition is given in Chapter 8. Statistical evidence is presented



to verify that the cycle slipping phenomenajthe cause of threshold, has

a polsson distribution.
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II. THEORY AND CRITERIA

The basic models used for both the simple phase lock loop and the

more general systems studied in this research are derived in this

chapter. The criteria used are listed and the philosophy of this par-

ticular approach discussed. Definitions are given for the important

terms so that no confusion will result with similar terms used in the

literature. A table of the various loop filters used and their para-

meters are given for ready reference.

2.1. Basic Theory and Models

The widely used and simplest form of the phase lock loop is sho_m

in Figure 2.1. The multiplication or cross-correlation of the input

x 1
s I

l
l vco

_eo(t )

Figure 2.1. Block Diagram of Basic Phase Lock Loop

signal, x(t), with the reference, y(t), is passed through a low pass

filter, G(s), and then used to control the VC0 so that proper tracking

takes place. With no noise at the input, the loop--if it is in a

synchronous state--is capable of knowing the frequency of the input



exactly and the phase to a knownstatic or dynamic error 3 called the

degree of coherence. As noise increases, phase jitter appears and the

estimating process degrades until random instability occurs.

The input signal, x(t), is most generally represented as the sum

of a fixed amplitude carrier with phase modulation 3 hi(t), and narrow-

band noise as in (2.1).

x(t) =4_ A Sin(_ot + hi(t))+ nl(t ) Sin _ot+n2(t) COS_ot

The VC0output or reference signal

y(t) =_2 Cos (_ot + ko(t)) (2.2)

is a fixed carrier with unknownangle modulation, Zo(t ). The VC0is

ideally described as an integrator_ i.e.,
t

:  /eo(U)ko(t) (2.3)

which by taking the two-sided Laplace Transform becomes

(2.1)

The gain3 6, of the VCO is given in units of rad/volt.

output voltage

_o (s) = _s Eo(S) (2.4)

The detector

e(t) =A Sin(Zi-_o)+_2 [n2(t)Cos _o- nl(t)Sin _o]

is found by multiplying (2.1) and (2.2) and neglecting the higher har-

monics which are filtered out by G(s). Using (2.1) and (2.5), an equiva-

lent circuit such as shown in Figure 2.2 can be derived.

modulation hi(t) and rewriting (2.1) as

Neglecting the

x(t) = A(t) Sin (_ot + _(t)) (2.6)
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._ k -| ASink
-L__

cos_o

_I Sin _o I _Vnl (t)

Figure 2.2.

where

Exact Equivalent Circuit for a Noisy Phase Lock Loop

A(t) = A + nl(t) + n2(t)

_(t): t_n-I
A + nl(t)

a more useable form of the equivalent circuit results3 where now

Z(t) = _(t) - ko(t)

as in Figure 2.3.

(2.7)

(2.8)

(2.9)

Sin Z

l_°_t_I_ _ °_

Figure 2.3. Exact Equivalent Circuit for a Noisy Phase Lock Loop.
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The non-linear, randomly, time-varying nature of these systems do not

lend themselves to easy analysis except in certain special cases.

Consider the input carrier to noise ratio (CNR) to be large_ i.e.

Q-2 A >> nl(t )

(2.1o)
_ A >> n2(t )

Then (2.1) can be approximated as

x(t) =_ A Sin (_ot+_(t))

+ n2(t) Cosco° t

Rewriting (2.11) in the same form as (2.6), we get

(2.11)

x(t) = A(t) Sin(_ t + _(t))
O

(2.12)

where now

A(t) = _<_-2A Cos hJ +<_-2A Sin Ri + n.(t)y (2.13)

and

_(t) = tan -1 _ A Sin h. + n2(t)i (2.14)
A Cos h.

l

Further assuming that the carrier modulation is small such that

Cos h i = 1 (2.15)

Sin hi = h. ,l

we finally obtain

A(t) :W_A

4(t ) = tan -1 _-_2(t)
W2 A + hi_

(2.16)

which from (2.10) becomes
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Therefore

_(t ) " n2(t
)

=------+ k.
_A i

/

e(t) = A Sin_h i

which can be rewritten as

(_ n2(th
x(t) =Q_A Sin °t + hi+---_- J

The output voltage of the detector e(t) is now

n2(t ._

(2.17)

(2.18)

(2.19)

e(t) = A Sin (hi - _o) +--

n2(t )

cos(hi - _o) (2.20)

- << l, we finallyRealizing that small modulation implies hi h°

obtain,

e(t) : A(h i-k o) +

n2(t)

J_
(2.21)

Using (2.21) and (2.3), the small signal linear equivalent circuit of

Figure 2.4 results.

n2(t )

hi + _
Z

O(s)

Figure 2.4. Small Signal, Large CNR, Linear Equivalent Circuit of

Simple Phase Lock Loop.
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If no input noise is present, Figure 2°2 reduces to the non-linear ,

time-invariant equivalent circuit of Figure 2.5 described by the equa-

tion

ii(t) = i(t) + ASG(p) Sink(t)

where (.) denotes differentiation with respect to t, p=d/dt and

G(p) is the operator form of G(s).

o<s) 
I0i I

e o

Figure 2.5° Exact Equivalent Circuit of Simple Phase Lock Loop with
Noise Absent.

If k = k.-k << 1 as done above, Figure 2.5 reduces to the small signal
l O

linear equivalent circuit of Figure 2.4. The usefulness of the linear

equivalent circuit lies in the ease of analysis. It can be reduced to

a single input-output relation between hi(t) and ko(t), so that an equi-

valent small signal transfer function, H(s )_can be defined as

K a(s) (2.23)_(s)= s+Ka(s)

K = A _ rad/sec
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2.2 General Phase-Lock Loop Systems

The previous section has provided the fundamental ideas, equations

and circuit models for the commonly discussed phase lock loop system.

Much of the analysis and present day design criteria are based on the

models of Figures 2.4 and 2.5. There are other systems which operate in

a similar fashion and are more general in form. The remainder of this

research deals with these more general systems.

Suppose the non-linear elemen_ Sin _, of Figure 2.5 is replaced

with an arbitrary, zero-memory, non-linearity F(k). Then a more

general phase lock loop system is obtained, Figure 2.6, whose operation

is described by the equation

_i(t) = _(t) + K G(p) F(_) (2.24)

G(s) I

Figure 2.6. Exact Equivalent Circuit of General Phase Lock Loop with
Noise Absent

F(_) is a non_mique transformation which is frequently referred to as

a phase detector or phase-comparator since it operates on the difference
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between the input and reference phases° Such comparators as tanlock,

th
n -order tanlock, sawtooth and others (see Table 3.1) can be included

in the study of phase lock loop systems of this type. The only con-

straints imposed on F(k) are it is (1) odd, and (2) periodic in 2_. A

more general F(k), modulo 2_n, has not been considered here.

th
The n -order tanlock system, shown in Figure 2.7, is of particular

x(t) e(t)

_, D.c. l

I VCC O(s) = _el(t )

D.C.

Amplifier

Bias

Figure 2.7. Block Diagram of nth Order Tanlock System

interest because it includes many systems. The element, N, is a zero _

memory, non-linear device whose transfer function is

e2(t) = [e'[t)]n

With no noise present and using previous equations, Figure 2.7 can be

reduced to the model of Figure 2.5° The phase comparator is now

F(k) = (l+k)nsin h 0 < k < 1

(l+k Cosk)n --

With noise, the equivalent circuit of Figure 2.8 can be derived. It

(2.25)

(2.26)
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ko(t )

(l+k)nsin h

/ k _ Cos_hntl+A

Figure 2.8. Exact Equivalent Circuit of General Tanlock System with
Noise Present

should be noted that it is very similar to the circuit of Figure 2.3,

except for the additional A(t ) term which is not present in the denomina-

tor of the phase comparator box.

When k=o, the system reduces to the simple phase lock loop of

Figure 2.1 for any value of n. In this case the output of the second

or quadrature multiplier, e'(t), when properly filtered, can be used as

an estimation of the carrier amplitude A. For n=l, (2.26) reduces to

the tanlook comparator.

Figure 2.9 is a plot of (2.26) for several values of the parameter

k and n. The shape changes from a sine wave at k=o to an approximate

sawtooth to a highly non-linear shape as k varies from zero to one. It

should be noted that for any non-zero value of k and n, the stability

range of the system (the region of positive slope) is increased while for

certain values of k and n, the linear operating range is extended. As n
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increases the characteristic becomes more non-linear for a given value

of k, but for all values of k and n the slope at zero is equal to unity.

This fact enables results obtained from the linear equivalent circuit to

th
hold true for any n order tanlock phase comparator. A sawtooth or

linear characteristic has been plotted on Figure 2.9 for comparison pur-

poses.

2.5. Criteria

Since one of the purposes of this work is to study the effect of

the phase comparator on system performance, it is necessary that a set

of criteria or performance indices be established. This allows easy

comparisons to be made amongst systems of the same order.

used to evaluate performance were:

The criteria

(a) fN - Equivalent linear noise bandwidth.

(b) Cma x -- Normalized lock range. (Lock range when open loop gain

is unity°)

(c) T -- Synchronization time.
S

(d) _ 2 _ Error variance of _ due to noise only.

(e) Pe --Probability of the error voltage exceeding a specified

value.

(f) Threshold

To make any comparisons meaningful, each system considered should

maintain fixed_ one of the above criteria. In this research both the

analytical and experimental values of fN were constrained to a fixed

value, since it is the simplest to apply to all cases and seems to be

one of the most significant parameters° However_ in some instances



I?

Figure 2.9.

6

5

4

-BO" - 90"
, 0

:'-.. Z
\ --_,,
it / /i .

|l\ i /,,l, 2

s I I -3
I t
I e

t .ol

-4,

-5

-6

F(X)

I
I I

I I
/ t ,,,_..I Soweooeh

I
#

;','/71
iii t / ,- _ k ".75
,/_ _._

/7 \_, '"°
___ _..o\_,

/
!

+90" * BO °

....... '-- Tanlock Squared

Tonlock

Phase Comparator Plots for Several Tanlo_k and Tanlock

Squared Characteristics



18

this is not necessarily the most meaningful normalization procedure as

will be shown in Chapter 5 •

From a theoretical point of view these seemed to be the most useful

indices of performances° However_ in an actual experimental system, the

phase error is not a physically accessible point, so no measurements can

be made directly. The results that were found can, however, be related

to these criteria in meaningful ways.

2°4. Definitions

With the basic systems and theory established it is appropriate to

introduce _ome basic definitions of terms which will be used throughoUt

this work.

(a)

(b)

Equivalent linear noise bandwidth (fN) is the bandwidth of an

ideal rectangularlyshaped filter which passes the same output

power for white noise input as does the given network. It is

analytically found as

fN = i

Synchronization time (T) - Starting from an initial state

of zero carrier at the _nput to the loop, the time it takes

the loop output signal (VCO input) Go reach 90% of the differ-
ence between its initial value and its final value.

(c) Lock range (LR) - The maximum fixed frequency difference be-

tween the input carrier and the frequency of the VCO when the

input to the loop is zero (VCO reference frequency) which the

system can synchronously track at a rate much lower than fN"

(d) Capture range (CR) The maximum fixed frequency difference

between a suddenly applied carrier and the VCO reference fre-

quency with which the system can becomesynchronous. Depend-

ing on the type of filter used for G(s), we find the following

inequality.
CR % LR (2.28)

(e) Cycle slipping --This is the phenomena where the system is

forced to momentary lose synchronism due to noise and will pro-

ceed to stabilize itself in an adjacent stable point_2_ radians
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Table 2.1

Tabulation of Loop Filters and the Corresponding Loop
Parameters

Type O(s) H(s) _

II

I.I&

1 _ K_
s+I{ 2

K

STl+l TlS2+S+K 2

0 0

½

III

Ilia

7TIS+I 7TIS2+s(I+KTI)+ K 27 (KTI+I)

7TIS+I 7T1s2 + s(l + KTI)+K 27

I+K T1
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away. As seen from the differential equation the system has

an infinite number of stable points due to the 2_ periodicity

of the phase comparators.

(f) Threshold --The value of input signal to noise ratio at which

the rate of cycle slipping or spike activity at the output
exceeds a specified level.

(g) Open loop gain (K) --This is the total gain expressed in

rad/sec, between the input and output phase with the loop

opened. The open loop gain is always equal to the lock

range for the simple phase lock loop.

2.5. Systen Order

The order of any non-linear system of this type is generally found

from the small signal linear transfer function such as H(s) in (2.23).

Any practical phase lock loop system will a_ays be one order higher

than the order of the loop filter. It should be noted in this analysis

that the filter which is necessary to get rid of the higher order terms

in (2.5) has no response to any signals in the loop range and thus can

be neglected.

For easy reference, a list of the several types of loop filters

used in this research is given in Table 2.1 along with some previously

defined parameters. Type IIa is included for completeness, since it

is the filter which minimizes the mean square phase error due to a

step signal and white noise as found by Jaffe and Rechtin (10) . Type

Ilia is derived from III by assuming that

K T1 >> 7

and (2.29)

7 >>i
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III. EVALUATIONOFFIRSTORDERFOKKERPLANCKMODEL

Chapter three presents a theoretical analysis of the first order

general phase lock loop systems. A newmodel (Fokker-Planck Model) is

introduced. The results from this model are evaluated for the criteria

established in Chapter 2. Finally the use of this model for higher

order systems is discussed along with the use of experimentation in ob-

taining useful results.

3.1. Theoretical Analysis

Consider the general loop differential equation (2.24). With a

type I filter, G(s)=l, the first order differential equation

dk
+ -- (t) (31)

is obtained. Suppose the phase of the received signal is

ki(t ) = Z_ + 8 (3.2)

where Z_ is the frequency difference (rad/sec.) between the signal and
reference carriers and

8 is a fixed but arbitrary phase.

If (3.2) is substituted into (3.1), the result is

dt + KF(h) = Z_ (3.3)

Dividing (3-3) by K and letting

= Kt (3.4)
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the normalized form of (3.3) is

d_h 
dr + F(k) = C (3.5)

where C = -- is defined as the normalized frequency difference.K

The previously stated requirement that each system has the same

linear noise bandwidth is equivalent to requiring that the initial slope

of F(k) be unity. As a result the small-signal linear equation becomes

dk

d-_ + k = C (3.6)

for each phase comparator.

The various comparators, F(k), to be considered in this chapter are

listed in Table 3.1. Some are widely reported in the literature. How-

ever, several are modified forms, giving improved performance in certain

situations but only recently reported (27) as part of this research. The

results for the normalized system of (3.5) are now given in terms of the

criteria of Chapter 2.

Name

A. Sine

B. Sawtooth

C. Tanlock

D.

E,

Tanlock Squared

Trig Function #l

th
F. n Order Tanlock

S. Trig Function #2

Table 3-1

Comparator Functions

Sin k

k -_>k>_

(l+k)Sin k

(l+kCosk)

(l+k)2Sin k

(l+k COS k)2

(A2+B2+2A ) Sink

(A2+B2+2.ABCosk)2

(l+k )nsink

(l+kCosk)n

( I+B+A )Sink (B+?.ACosA)

(2A+B) (I+BCosA+ACos2Z)
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3.1.1. Equivalent Linear Noise Bandwidth

As a result of (3.6) and using (2.23), the linear noise bandwidth

of each normalized system is ½ rad/sec.

3.1.2. Normalized Lock Range

Cma x is the maximum normalized value of Z_ which will still permit

the loop to remain synchronous. It corresponds to the peak positive and

negative values of the plots of F(k) in Figure 2.9. It is most easily

found by solving the equation

: 0 (3.7)

for k and substituting the result back into the steady state solution of

(3.5). A graph of Cma x vs. k for tanlock and tanlock squared is given

in Figure 5.7 and values for special cases of the others are given in

Table 3.2.

From these results it is clear that with no noise present consider-

able improvement in lock range is obtainable by altering the phase com-

parator in the manner shown. Also, the necessity of the system to handle

the large control voltages generated is implied.

3ol.3. Synchronization Time

For the first order system of (3.5), the normalized synchronization

time, _s' is easily found as
k2

_h

kI

where kI is the initial value of the phase,

and k2 is a value of _ close to but not equal to kf, the final or

steady state value.

(3.8)
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Exact solutions of (3.8) can only be found for Cases A and B of Table

3.1. For Case A, the solution is

_ i log ICtan h/2 - i -_i-c21 h2

s
_I_C 2 ICtan k/2 i + C@O (3.9)

For most F(_) of interest, no direct solutions of (3.8) or (5.9)

are available. Thus numerical techniques were applied to (3.5) for

different F(h) and typical plots appear in Figures 3.1 and 3.2. For

simplicity only values of kl=0 are given while C took on the values

of .5 Cma x and .95 C . From these curves values of v and thus Tmax S S

can be easily found according to the definition given in Section 2.4.

It is apparent that considerable improvement in synchronizing can

be obtained by the use of other comparators as compared to the simple

phase lock loop. As k approaches one for the tanlock cases, • de-
s

creases. This effect can be attributed to the very steep negative and

positive slopes of the phase comparator, despite the constant slope at

zero. Other cases for h I + 0 produce similar results. The scale change

between Figures 3.1 and 3.2 should be noted.

3.1.4. Phase Variance

The exact solution of the phase variance of a phase lock loop with

a noisy input has proved to be a challenging and formidable problem.

Recently, however, Viterbi (17) was able to find the exact solution of a

first order system by applying Fokker-Planck techniques.

Suppose the input consists of a fixed carrier signal with no modu-

lation and additive, white, gaussian noise whose single-sided spectral
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density is No . The exact steady state probability density function of

the phase error is

(e-2e_ l) ]_ e-(<_g(x)+ EX)d
f_. (3.1o)

e dR
-_ < Z<_

where D = Constant which makes / p(A) k = 1

= CNR referred to equivalent noise bandwidth

_ =Ca

g(k) = IZ F(u) du

If C = O, then (3.10) reduces to

p(_,) =

The phase variance immediately follows from (3.11) as

Table 3.2

Tabulation of Criteria of a First Order Loop for Several Comparators

2
Comparator fN _ _(0_ = i) P (O_= i) CS e max

A ½ 2.52 1.60 .65 ± 1.0

B ½ 2.30 .98 .28 ± 3.14

C(k = .5) ½ 2.35 i.i .478 ± 1.732

C(k = .95 ½ i.i .815 .313 ± 6.26

D(k = .5) ½ 1.37 .759 .36 ± 3.81

D(k = .95) ½ .052 .577 .21 + 161.

i
E(A/B=2.5 ) _ .62 •651 .420 + 8.8
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_ Z2e_g(_)d_

= (3.12)

J e<zg(x) dR

The phase density and thus the variance from the above is exact for

any phase lock loop system whose equivalent circuit is similar to that

of Figure 2.3 and whose F(Z) satisfies the previously imposed restric-

tions. This can be called the Fokker-Planck Model. Figure 3.3 is a

plot of (3.12) for the various comparators listed in Table 3.1. All

show improvement over the ordinary sine comparator (k--O). Tanlock is

better than the sawtooth comparator for some values of the parameter

k and reaches its best performance for k=l which is a lower bound.

Other comparators such as tanlock squared have improved even further due

to the heavy weighting given to large values of Z in (}.12).

If C_O 3 the phase variance can be found from (3.10). Calculations

indicate that the variance gets larger as _ increases for a given _.

The ordering of various systems re_ains the same for similar values of

C. A plot of the tanlock comparator (k=O, .5, .95) for several values

of C is given in Figure 3.4.
2

In all cases the asymptotic value of the variance is _ , the

same as the variance of a phase distribution uniform between -_ and

_. This is not unexpected due to the fact that as CNR approaches

zero, all values of phase are equally probable.

These results are exact for the sine and sawtooth comparators.

However, the equivalent circuit derived for the general tanlock system3

Figure 2.83 is not quite the same as Figure 2.33 though for the
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noiseless case they are identical. The difference is due to the addi-

tional A(t ) term in the denominator of the forward path non-linearity.

For small values of noise, the circuits are approximately equivalent,

but as noise increases, the undesired A(t) term becomes dominant. The

result is that the model analyzed above fails to be realistic at some

CNR and the stated conclusions are questionable below this value.

An attempt _s made to solve the e_ct general system model using

Fokker-Planck techniques. However, division by a stochastic process

occurs in the partial-differential equation and the technique is no

longer applicable because the resulting process is not Markov. The

problem is not tractable as far as can be determined.

Extension of methods such as linear (21), quazi-linear (15) and

perturbation (14) analysis for finding the phase variance of the tanlo_k

system were investigated. However, in each case not only is the A(t)

term of the equivalent circuit neglected, but apriori knowledge of the

phase density must be assumed over the entire CNR range. The phase

density was thus assumed to be gaussian, a fact which Viterbi (17) and

Lindsey (18) have shown to be incorrect. As a result these approaches

fail to be valid at a higher CNR in general than the analysis of the

preceding Fokker-Planck model.

3.1.5. Probability of Error

The probability of the phase error voltage exceeding some arbitrary

value, called the probability of error, Pe' follows immediately from

(3.11).
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R

_ a <zg(R)
e dR

Pe = P_a <- I_I_ = I- a (3.13)

/_ e-O_g(R) dR

Plots of (3.13) for several comparators of Table 3.1 appear in Figure

3.5. The order of improvement in P follows that of the variance
e

curves. The value of Za in each case was chosen to be i/3 of the

largest stable value of R. A larger choice of R will give a
a

lower P for any given value of 5.
e

3.1.6. Threshold

Assuming that the threshold is proportional to phase variance,

then from Figure 3.3, it may be concluded that the threshold improves

as k increases. But the taking into account of the A(t) term, indi-

cates that a different conclusion must be drawn as will be subsequently

shown in Chapter 5. Thus because the Fokker-Planck model is approxi-

mate, no prediction of the threshold has been made.

3.1.7. Summary

A tabulation of the results obtained from the Fokker-Planck Model

in this section is given in Table 3.2. A quick comparison of per-

formance can be made and it is seen that the higher order non-lineari-

ties do extremely well.
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3.2. Discussion of Results and Extensions

The use of an analog divider in the physical model proved to be

the major block to exactly analyzing the general tanlock systpm in the

presence of noise. However the Fokker-Planck method gives a better ap-

proximation than the other methods over a larger range of CNR. Though

the threshold could not be predicted from these results, the ordering

of the various systems above threshold for certain criteria was cor-

rectly established. It should be noted that the improvements obtained

for the noiseless case are exact.

When one goes to higher order systems, the theoretical problems in-

crease many fold. Lindsey (18)-- found an approximate solution for the

phase variance of a sine comparator using an extension of the Fokker-

Planck equation in two dimensions. Thls author attempted to find the

e_ct solution using a similar approach with little success. Extem-

slons to other comparators were not possible at all.

The failure of analytical methods to glve a clear understanding

of the general phase lock loop problem and reasonable design criteria

led thls investigation to an experimental research effort. Though ana-

log or digital computer simulation could have been used, it was felt

that an actual laboratory model would provide better insights into the

problems being investigated. The remainder of thls research is a re-

port of the experimental phase of the problem.
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IV. MEASUREMENTS AND TECHNIQUES

In this chapter an introduction to the experimental system is given

with attention centered on the overall performance of the most important

circuits of the receiver. The methods used in measuring the criteria of

Chapter 2 are also discussed.

4.i. Introduction

The general tanlock system of Figure 2.7 was the only one considered

in the experimental part of this research, but it covers a large class

of non-linearities. Certain comparators such as the sawtooth type,

though interesting, were not considered because of the different experi-

mental implementation required. However, the experimental procedures,

measurements and data display would all be the same.

A block diagram of the entire experimental system appears in Figure

4.1. Transmitter and channel as well as the receiver are shown. The

system has proven very versatile since most of the subsystems were con-

structed as plug-in boards for easy removal and replacement. The limit-

er w_s designed to be switched in and out of the system. The gate was

included so that criteria such as synchronization time and capture range

could be checked.

The only specialized equipment used in the experimentation was a

General Radio Noise Generator, Model 1390-B, a Ballantine True RMS
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Meter, Model 320, a Hewlett-Packard Wave Analyzer, Model 302A, a

Singer Panalyzor, Model SB-126, and a Hewlett-Packard True RMS Meter,

Model 3400A. All other items used such as scopes, voltmeters and signal

generators are generally found in any experimental laboratory°

4.2. Tanlock Model Subsystems Verification

The performance of the tanlock model, especially in the threshold

region, is not known very well due to a lack of any exact theoretical

results. Thus it was necessary that each subsystem in the receiver

operate properly. To insure this, the characteristics of each sub-

system were carefully checked before being used in the overall system.

A discussion of the results of these tests and the measurement tech-

niques used will now follow.

4.2.1o Voltage Controlled Oscillator

The operation of the VCO was shown to be ideally characterized by

(2.3). To perform in this fashion a VCO must possess three qualities:

(1) the variation of frequency VSo D.C. input voltage should be linear,

(2) the overall frequency response should be much larger than the spec-

trum of the input signals and (3) the device should be frequency sta-

bilizedo The VCO circuit used in the experimental work is shown in

Figure 4.1. The degree to which the VCO satisfied these criteria was

excellent.

The VCO had a large adjustable gain factor equal to 43kc/volt. and

_as linear over at least 5% of the center frequency, 450kc. To reduce

the effective gain of the loop, the control signal passes thru a resis-

tive divider to the VCO. A typical gain curve of this cembination is
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shown in Figure 4.2 and the gain is 2.4 kc/volt. This combined gain

remained fixed throughout the work and will henceforth be referred to as

B.

The small signal frequency response of the VCO was measured over

160kc, at least 16 times greater than the bandwidth of any information or

control signal. Short time stability of the oscillator _as 2 parts in

lO4 while the longer term stability was no greater than 5 parts in lO4.

For this work, the small non-linearities of the VCO are no problem,

though they might cause serious trouble in a study of intermodulation

distortion. Both VCO's in the system had identical characteristics.

4.2.2. Multiplier

The multipliers used in the system are of the full-wave rectifier

type which effectively eliminates any higher order harmonics. However,

a filter must be used to get rid of the carrier at the output. It

should also be noted that in order to multiply correctly, it is required

that the total input signal plus noise be 50% or less of the peak of the

refer ence.

A static test of the device, Figure 4.3, indicated that the norma-

lized characteristic closely follows the ideal cosine curve, Cos (_i-_o)

between the two input signals. A small unbalance voltage existed which

@

shifted the curve lO , but this was effectively compensated for in the

syst_ by biasing it out. Dynamic multiplication indicated results

similar to the static curve and the frequency response was over 150kc.

Correct performance of these detectors in a noisy environment was

a crucial requirement for this research. Performance of the multipliers

in noise was checked by multiplying the signal plus noise with signal
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and measuring the signal and noise power in the product as a function

of CNR for various values of the input signal. Figure 4.4 shows the

n(.t)

_. Bandpass

VCO Amplifier

s(

Phase

q Shifter

Meter

_Electronic _ RMS
Filter Meter

Figure 4.4. Block Diagram of Multiplier Test Setup.

test setup used.

Assume that the signal is a fixed carrier with no modulation and the

noise is narrowband# white and gaussian with zero mean. If _=0 and the

multiplication is ideal, then the average (D.C.) value of the output will

A2 A2 2 2 -2
be a constant,_, and the variance of the output, _ + d , where _ =n

Plots of the test are given in Appendix A and summarized here.

(1) A plot of the doc. output of the detector vs. CNR shows

that the d.c. value decreases sharply below a certain CNR.

The location of this threshold effect depends on the signal

amplitude. The lower the signal, the larger the range of

accurate multiplication. Thus, in the experimental measure-

merits care must be taken to ensure that the multipliers are

operating above threshold. (See Figure A.I)

(2) A plot of the output noise power in a 100cps band vs. input

noise power is a straight line. Thus, the multipliers cause

no distortion of the noise component regardless of signal

level. (See Figure A.2)

(3) A plot of the D.Co output vs. total input power indi ......

cates that the threshold occurs at about the same place re-

gardless of CNR. Thus it is the value of the peaks exceed-. 1
lug 2 the reference peak which causes distortion.
(See-Figure A.3 )

In conclusion, as long as the reference signals are large, about
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40 volts p-p and the signal level is in the range of .4 volts rms, ideal

performance of the multiplier can be assumedfor the ranges of CNRused.

4.2.3. Analog Multiplier-Divider

TwoPhilbrick Q3-MIPanalog multiplier-divider units were used in

the experimental system. Onewas used in the divide modeand the other

in the multiply modeto square the inphase or denominator signal.

The linearity of the multiply modewas excellent, but in the divide

modesaturation effects were present under certain conditions. For a

given value of e2j the denominator, there is a tendency to give low

readings for eI ( 0 and high values for eI _ O. (See Figure 4.5 for

notation.) The saturation distortion is poor for e2=.l volt d.c., but

as e2 increases the linearity improves and for e2 _ 1.O volt d.c. no

problem exists. These effects are shownin Figure A.4

The Table A-1 in Appendix A also indicates the frequency response

for both modesof the unit. The response is affected by the magni-

tudes of el, e2 and E, the scale factor° To operate the divider as

ideally as possible as far as frequency response and linearity are con-

cerned let E _ 2 and le21 _ 1.O volts. The frequency response of the

device in the multiply modeis about twice that of the divide modefor

similar operating conditions.

A dynamic test of the divider in a noisy environment was madeby

using it in the tanlock model for the case k=O. (See Figure 4.5). The

noise output of the divider was measuredas a function of CNRfor

several values of the d.c. voltage e2. In each case the open loop gain

of the syst_n _as kept constant by adjusting the attenuation of the
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x(t) --_

y(t)

v

DC

Amplifier

e1

->
e 2

Figure 4.5. Block Diagram for Testing Divider Response to A Noisy
Signal.

resistive divider as e2 varied. E and eI were kept constant throughout

the test.

As e2 varied from .1 to 1.O volt d.c., there was no significant

change in a 200 or 600 cps band of the output noise over a complete

range of CNR. Operation with noise was thus concluded to be satis-

factory.

Measurements of the small signal frequency response of the general

syst_n (k=0) with and without the divider indicate this device to be the

weak link in our system. It was concluded, however 3 that for the condi-

tions under which measurements would be made, no significant problems due

to the divider should occur.

4.2.4. Miscellaneous

All the rmmaining circuits in the system performed properly in the

context of the signal specifications. Linearity was excellent and the
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frequency response was more than adequate to make the model a valid one

for all systems considered. A discussion of the model in Chapter 5

d_nonstrates this fact.

4.3. Measurements

It is helpful in understanding or interpreting the results of

experimental work to have a clear idea of the techniques and knowledge

of all the conditions under which the experiments were run. An elabora-

tion and discussion of certain procedures considered unique with this

research follow so that any future evaluation is made easier.

4.3.1. Verification of Tanlock Characteristic

In order to have any confidence in the measured performance of the

general phase lock system in noise, measurements have to be taken to

determine the degree to which the mathematical and physical models agree.

Furthermore, it is desirable that the phase detector characteristic be

checked both statically and dynamically in order to assure proper per-

formanc e •

Figure 4.6 is a block diagram of the static test setup. The loop

has been partially disabled by opening the feedback path and locking the

system instead to a phase shifted version of itself. By observing

the two signals A and B on a dual beam scope and operating the

external trigger from A, the traces can be made stationary allowing the

relative phase shift between A and B to be measured in time units. As

the phase is varied, eo is measured and a plot of the Tanlock character-

istics obtained. A static curve for k=O has already been sho_¢n in Figure

4.5. Curves for n=l,k=.5 and .75 were also obtained. The results
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_ Bandpass

Amplifier

Phase I_Shifter

_ BandpassAmplifier

Amplifier

__ DCAmplifier

;2

Figure 4.6. Block Diagram of Test Setup Used to Statically

Measure Phase Comparator Characteristic

compared favorably with the theoretical curve. In the latter cases,

the stable region was slightly smaller than it should have been as were

the values of the peaks. This saturation effect was attributed to the

divider, but only seems to take place at d.c. and very low frequencies.

The dynamic shape of the comparator characteristic can be obtained

by simply opening the feedback loop of the entire systmmwhen an un-

modulated carrier is present at the input and observing the output of the

divider. Since the system will be asynchronous, one multiplier produces

a sine _ave output and the other a cosine output both at the same rat%

thus allowing any tanlock derived characteristic to be displayed. The

rate of this periodic output is equal to _o. The method provides a quick

way of adjusting the phase relations of the loop and also of observing

the system frequency response.

A series of scope pictures taken of the loop non-linearity is shown

in Figure 4.7a for n=l_ k=0, .5, .75, .9 and Figure 4.7b n=2, k=.25, .5_
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•7. By comparing these with Figure 2.9, it is seen that the dynamic

performance is quite good. The horizontal scaling is the same in each

case and the peaks approach + 180 ° as k approaches one for both values

of n. To accommodate the picture in the entire frame, the vertical

scaling _as reduced as k approached one, thus the slopes are shown to

get progressively smaller.

4.3.2. Signal and Noise Measurements

A. Measurement of Input Signal and Noise

In order to prevent any loading effects on the system an emit-

ter follower is connected between the phase detector input (point A,

Figure 4.1) and the external meter (rms). Since the system is linear to

this point, superposition holds and no measurement difficulties are ex-

perienced if the phase detector is not overdriven.

The amplifier preceding the phase detector band limits the signal

and noise with a single tuned circuit. Its response curve, Figure 4.8,

indicates a 3db. bandwidth of 56.4kc , and a corresponding equivalent

noise bandwidth of FN=81.5kc . The amplifier input noise is white as

is the detector input noise whose single sided spectral density No can

be found as
N

N = (4.1)
o FN

where N = Total output Noise Power of the Bandpass Amplifier.
P

power in the equivalent noise band of the loop is then

fN

NBand = _N Np (4.2)

Because the bandwidth of the bandpass amplifier is much greater than

The noise
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that of the loop, the input noise to the receiver is considered to be

essentially white.

B. Measurement of Output Noise --No Signal Modulation

The output noise is measured at the VCO input (point V on

Figure 4.1). External meters were effectively isolated from this point

by a d.c. coupled emitter follower. With no signal present, the output

noise is easily measured by a true rms meter provided all 450 kc com-

ponents are filtered out. If noise of a specific band is desired then

an electronic filter with a variable bandwidth is inserted between the

VCO and meter.

This noise is neither white or in general gaussian. In the high

CNR region, the noise is gaussian and the output spectral density is

parabolic. In the low CNR region, neither of these properties hold.

A measurement of the output noise spectral density was made for

a high CNR. A block diagram of the method is shown in Figure 4.9.

I

VCO Wave I Envelope Low Pass II DC

Input _ Analyzer _ Detector _ Filter _ Meter

Figure 4.9. Block Diagram for Measuring Noise Spectral Density

The Wave Analyzer has a very narrow bandwidth --3cps. Though the noise

passing into it is not necessarily gaussian, the output will be ap-

proximately gaussian. It is then envelope detected, the current passed

through a very low pass filter to reduce the variance and the d.c.
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value detected. Since the noise from the WaveAnalyzer is gaussian, the

envelope detected signal is rayleigh. Thus the meanor d.c. value of this

signal when squared is proportional to the total power in the 3cps band.

By making this measurementat distinct frequencies, a good representation

of the spectral density can be obtained. The resultant wave cameout

very close to a parabolic curve for the frequency range of interest.

C. Measurementof the Output Signal With No Noise

This presents no problem and is 'exactly the sameas mentioned

in B for the noise alone.

D. Measurementof the Signal and Noise Together

The measurementof the signal and noise componentsat the out-

put (pt. V3 Figure 4.1) is difficult to make° It is also necessary to de-

fine what is meant by output signal, above and below the threshold.

In the high CNRregion, the signal componentpredominates over

the noise in the information band, is observable on a scope and easily

measurable. Below threshold, the loop randomly loses synchronism, each

loss of synchronization causing the output signal to becomediscontinu-

ous. The effect is to spread the signal energy out into adjacent bands. A

measurementof signal power under these conditions requires defining. For

our purposes, measurementof the fundamental was considered sufficient.

_I Variable _ WaveAnalyzer 1VCO

Input -I Filter I___ R_S Meter I

Figure 4.10. Block Diagram for Measuring Output Signal and Noise

The actual measurement setup is shown in Figure 4.10. The Wave

Analyzer with its narrow bandwidth is used to measure the true signal

component, while the rms meter measures the total signal and noise power.
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By subtracting the mean square values of the two outputs (S+N-_ - US_,

the noise power alone is obtained.

In the high CNR region, very little difference between the two

readings occur so that accuracy is lost. This is overcome by measuring

the signal and noise separately with the other turned off, a valid method

where linearity holds.

For the low CNR region a significant portion of the _ave

analyzer reading is noise in the 3cps band, so that the true signal

power is obscured° The signal component can then be found in 3 steps.

Turn off the signal and measure the noise in the 3cps band, then measure

the total power due to signal and noise, and finally subtract the noise-

power of the first measurement from the noise plus signal power of the

second. This is a valid method since the difference in noise power in

a 3cps band with and without signal present is negligible. The total

output noise power is then found as before. The measurement in between

these regions is as described.

4.3.3. Synchronization Time

The measurement of the time it takes a system to reach a steady

state condition after a fixed carrier signal is applied is difficult to

make. If mechanized, a great deal of auxilliary equipment is necessary,

otherwise a lot of patience is required by the experimentoro

The sync time (3.8) is a function of the offset frequency 2_, kl,

and k2 . Since no control is easily had over the initial phase, a dis-

tribution of times has to be obtained for fixed values of 2_o and _2'

thus requiring many samples.
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The system was designed to be gated on and off either by using a

variable pulse rate device or a manual switch° If the scope is trig-

gered from zero each time the system is activated, the transient at the

VCO input can be displayed on a scope and a measurement of the sync

time for any particular k 2 can be made. If the system is stable this is

fairly easy, if instabilities such as oscillators and power supplies

cause changes in 2_o then more careful control must be exerted. By fix-

ing 2_o and then observing the number of times out of the total sync is

achieved for each value of time, a distribution of sync time is found.

As 2_o increases towards the maximum lock range, the curves will shift

and also spread out° There is a practicalminimum unit of time neces-

sary to achieve sync and so a dead space shows up.

The value of _2 (3.8) is extremely critical since if _2 = _f' the

final state, the time will be infinite. Thus a judicious choice of _2

say within 5% of hf is necessary so that the experimental and theoretical

results may be compared°

A plot of (3.9) VSo hl is shown in Figure 4oll for several values

of 2_o. A value of h2 within 5o0 _ of kf was chosen. These sync curves

can easily be converted to the experimental distribution curves by

assuming that any value of hl is equally probable and using the relation.

P = P -k <h <h + P f <A<A (4.3)

where A t and h" are coordinates corresponding to t I.

It would be desirable to measure sync time when noise is present.

However, this is extremely difficult as the noise preceding the VCO

completely masks any transient° It is possible to assume that the
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average sync time is inversely proportional to the lock range, then the

average sync time can be extrapolated from the lock range curves as a

function of CNR. As will be seen the lock range decreases with noise

and so the sync time will increase° This result may be observed quali-

tatively in the laboratory.

4.3.4. Cycle Slipping Measurement

For a fixed bandwidth system and a given frequency offset, 2_

(with or without modulation), any phase lock loop system will remain

synchronous until the input noise reaches a certain level. It will

then go out of sync a certain percentage of the time, depending on the

CNR. Conversely, the CNR for a fixed percentage of asynchronous opera-

tion is a function of _no This momentary loss of synchronization or

cycle slipping phenomena produces a high energy pulse or spike which

can be used to detect cycle clipping.

The test system used in measuring and counting these spikes is

shown in Figure 4.12.

__it ter

Follower

Amplifier

Amplifier

SchmidtTrigger

SchmidtTrigger

Counter #I

Counter #2

Figure 4.12 Block Diagram for Measuring Cycle Slipping Pulses
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The schmidt triggers were used to discriminate the positive and negative

spikes3 and their outputs then counted. Figure 4.13 is a typical picture

a)

b)

c)

d)

Figure 4.13 Scope Picture of Cycle Slipping Pulses

a) Unfiltered Divider Output

b) Positive Pulse Detector

c) Filtered Divider Output

d) Negative Pulse Detector

of the filtered and unfiltered divider output and the detected spikes

for a first order system.

4.3.5. Lock Range Measurement

The measurement of lock range when no noise is present is easily

done by slowly shifting the frequency of the carrier until synchronism

is lost. The total shift in frequency from the VCO steady state value

is the lock range and it should be symmetrical. As noise is added, this

value of_cannot be reached because the noise will cause cycle slipping
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spikes to occur first. Increasing noise causes the lock range for a

given spike rate to decrease until the system is out of sync even for

2_m=0 (see Figures 5°8 and 5°9). For a given CNR the lock range was

measured as the total VCO shift causing a specified spike rate.

4.3.6. Measurement of Equivalent Linear Noise Bandwidth

The importance of the parameter fN in this research required that

it be easily measurable before taking any data. For a first order

loop# the small signal transfer function from the input phase to VCO

input (Figure 2.4) is

K s
Eo(S) - _ s+K (4.4)

If the input carrier is f.m. modulated by a signal m(t), then

mf M(s) (4.5)_i(s) - s

where mf = modulation index of transmitted signal, and M(s) is the

Laplace Transform of m(t).

Combining (4.4) and (4.5) _e obtain

Kmf 1

_o(S)- B stK M(s) (4.6)

By using a low frequency generator as m(t), the frequency response of

the system can be easily checked. Since the 3db point is equal to the

open loop gain K 3 fN can be found from

f_ --K/2 (4.7)

Rewriting (4.4) for the other filters of Table 2.1 permits an easy check

of the frequency response and fN for these systems also.
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V o EXPERIMENTAL RESULTS -- FIRST ORDER SYSTem4

After a brief discussion of the methods used to check system

operation, the remaining part of Chapter 5 is devoted to the experi-

mental results for the first order systems. The order of presenta-

tion follows the list of criteria given in Chapter 2. Particular

attention is devoted to the threshold section since the definitions

along with the measurements are unique with this research. A final

section is devoted to a discussion of design criteria.

5.1. Experimental System Verifications

Once all system components were performing properly and the cor-

rect comparator function incorporated into the system_ several simple

experimental measurements were taken. These final checks, as indi-

cated below, were generally made before the loop criteria were evalu-

ated.

Figure 2.5 is the exact equivalent circuit of the general phase

lock loop of Figure 4.1 when the noise is zero° If this system is

synchronized to an unmodulated fixed carrier, the d.c. control voltage

of the loop , eo, is proportional to2_ in the following way,

e° =AF(Z) = _ (5.1)

A typical experimental plot of (5.1) for a fixed A is shown in

Figure 5.1 and as can be seen, linearity is excellent.
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A dynamic counterpart of the above measurement can also be made.

Suppose that the fixed carrier is modulated by

m(t) =_2 e. Cos _ t (5.2)
i m

where _ < K
m

and 2_o = O.

Then

eo(t) =_ ei _ Sin _m t = AF(_) (5.3)

where Kt = Transmitter constant.

Again the relationship is linear and will hold as long as the loop is

capable of tracking the instantaneous frequency of the input carrier.

An experimental plot of (5.3) for n=l, k=O, .5, .75, and°9 is given in

Figure 5.2. The graph is linear as expected for each system until

tracking stops° It should be noted that the linear portion is extended

as k approaches one. This is consistent with the fact that the track-

ing (lock range) capability of tanlock increases as k approaches one as

shown in Chapter 3. Though not shown, measurements for n=2, k=.25, .5

and .7 produced similar results.

Finally it should be noted that the maximum offset frequency,

2_ x, or lock range is linearly related to the input signal level A

by the relation

: (}.4)
m_x

A typical plot for k=O appears in Figure 5.3 and again performance is

shown to be good.
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Experimental Graph of • o vs. • i (eq. 5.3)-First Order
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5.2o Tanlock Modification

It _s noted in Chapter 33 that the A(t) term in the denominator

path of the general tanlock system prevented any exact noise analysis.

When the noise peaks of the denominator approach or go through zero for

tanlock 3 or simply approach zero for tanlock squared, large pulses occur

at the VCO input causing momentary cycle slipping. Thus3 as expected

the physical system performs poorer than that predicted by the Fokker-

Planck model.

A modified tanlock system _as developed to overcome part of the

difficulty. _¢o diode clamps were used to limit the range of the de-

nominator to Cn(l+k)n3 Figure 5.43 where the bias is equal to C volts.

e'(t) Amplifier _ e2(t)

Bias_C

Cn(l+k) n cn(1-k) n

Figure 5°4. Block Diagram of Modified Signal Path for Tanlock Systems.

The noise peaks are effectively hard limited to this fixed range. As a

result the performance significantly improves. It is essential to note

that because of the clamping or limiting levels chosen# the signal

characteristics are preserved. With little or no noise present 3 the

diodes do not switch# only the threshold performance is affected.

An effective demonstration of the distortion introduced by mis-

adjustment of the diodes is sh_ in Figure 5°5 and Figure 5.6. The

first picture, Figure 5.5 shows the dynamic tanlock squared charac-

teristic (k=.25). In the top trace the diodes have been properly ad-

justed. In the bottom trace distinct distortion appears because D1 has

been biased too high and D2 biased too lo_.
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ao

b,

Figure 5- 5. Scope Picture of Diode Distortion of Tanlock Squared

Characteristic (k=.25)

a. Undistorted

b. Distorted -- Diodes },_sadjusted

ao

bo

Figure 5.6. Scope Picture of Diode Distortion of Output Signal

a. Undistorted

b. Distorted -- Diodes _sadjusted
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Figure 5o6 is the output of the divider when the carrier is f.m.

modulated with a 50 cps sine _aveo While the top trace is distortion

free, the bottom indicates some distortion due to the misadjustment of

the diodes.

The output noise power was measured for the modified and unmodified

versions of the general system so that a comparison could be made. How-

ever, all the other criteria were measured for the modified system only,

due to its superior performance°

5.3° Equivalent Linear Noise Bandwidth

As mentioned in Chapter 2_ it _as decided to compare all systems

both theoretically and experimentally on the basis of the same equiva-

lent linear noise bandwidth. For convenience a value of fN=345 cps ms

chosen for all the experimental work involving a first order system and

was measured as indicated in Section 4°3.7.

In order to permit the use of the experimental results for design

purposes and future comparisons, all measurements made with CNR as the

independent variable have been plotted using a normalized input signal

to noise ratio_ Ro
l

S FN A 2
Ro =-_
z _ f_-NofN (5.5)

P
S

_= Measured Signal to Noise Ratio at the detector input (CNR)where

P

R. is a more practical parameter because the lock range and threshold1

curves become universal° For check purposes, other values of fNwere

used in some measurements and the normalized curves were al_ays the

same° A similar parameter is used by authors such as Viterbi (17),

Lindsey Q18)'"and Van Trees (14)''o It should be noted that since only

part of the output noise power was measured, these curves are not
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universal. However, if the measuring band such as 600 cps is nor-

malized by fN , then these curves too can be considered universal.

5.4o Lock Range

A static test of the lock range of the generalized tanlock system

for n=l and n=2 indicated excellent correlation with the theoretical

values° Figure 5.7 is a plot of the normalized lock range, Cmax, vs k

for n=l and 2. The normalized experimental values of lock range are

also shown. For the various values of k used, the largest deviation

of the experimental values is 8%. These static results are valid for

both the first and second order systems tested.

Though it was expected that the lock range would degrade as R. de-
l

creased, it was hoped that the improvements of the no noise case could

be maintained as k increased° Figure 5.8 and Figure 5-9 are plots of

the lock range vs R. based on a criterion of 30 spikes/sec, for the
l

modified system.

The improved lock range for larger k is maintained for both tan-

lock and tanlock squared until the threshold occurs° The slopes both

above and below threshold get larger as k increases, indicating a sharper

threshold. If a lower slip rate is used, then all of these curves will

be a little lower.

5°5° Synchronization Time

Since synchronization time could not be easily measured with noise

present, only several distribution curves of T for the no noise case
s

were found. These were used to test both the system and the measure-

ment technique.
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For the case k=O, a typical set of synchronization distribution

curves are plotted in Figure 5.10. Three values of 2Xo were chosen: O,

I
2_ x and ¼ 2_max. The open loop gain was 3.3 kc. As previously

noted for increasing 2_, the curves spread out due to the larger phase

plane trajectories required.

Figure 5.11 is the plot of both theoretical and experimental dis-

tribution curves _hose open loop gain is 610 cps. In both cases _2 =

2.5 ° and _ = O. Under the stated conditions the correlation between

experimental and theoretical results is excellent and thus the tech-

nique is proven.

No distribution curves were found for other values of k. However,

a qualitative check indicated that as k increased, the average value of

T decreased as prescribed by the results in Chapter 3.
s

5°6. Output Noise Power

Though it was desired to know the phase error voltage under various

noisy conditions, such a measurement cannot be directly made in the physi-

cal system. As a result, the noise power into the VCC (filter output),

_as measured. A noise measurement at this point gives considerable in-

sight into the fundamental behavior of the loop.

In measuring output signal to noise ratios, the noise power is

typically measured in an ideal band only as wide as the information band.

Such a band can be equal to or less than the loop bandwidth. A qualita-

tive look at the output power in various information bands for a loop

(k=O) of fixed bandwidth is clearly seen in Figure 5.12. Here the out-

put power was measured in four different bandwidths of lO0, 600, lO00
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and 2000 CpSo In the high CNR region, the output noise power in any band

increases linearly with the input noise power and each curve has the

same slope° In the lower CNR region a sharp break takes place and the

output noise power increases much faster than the input noise power.

This additional power is attributable to the noise spikes which begin

to occur at threshold. The slope of this increase is much larger for

the smaller bandwidths. Thus the spikes have a relatively low fre-

quency spectrum of the order of fN"

It should also be noted that the change in slope becomes smaller

and the identification of the threshold becomes harder as the measur-

ing band increases. A family of curves such as shown in Figure 5.12

may be used to obtain a graphical plot of the output power spectral

distribution.

Plots of the total output noise power in a 600 cps band are shown

in Figure 5.13 and Figure 5.14 for various tanlock and tanlock squared

detectors respectively (no modulation). It is clear that each system

has the same output power for high CNR indicating that the value of fN

was identical for allo As k approaches one, the thresholds occur at

a higher CNR. Clearly, the modified systems have a better threshold

than the unmodified ones.

A comparison of the figures shows that the behavior of tanlock

for k=.5 is essentially the same as tanlock squared for k=.25. Simi-

larly, tanlock, k=.9, is equivalent to tanlock squared k=.5. This is

interesting inasmuch as the lock ranges of these respective cases are

comparable for the same fN o

It should also be noted that a significant difference between the
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less for the tanlock squared case.

Ho_zever;

77

the difference is much

5.7. Threshold

Throughout the literature discussion of the threshold of phase

lock loopsj is vague. But the onset of spikes at the output below

some CHR is a common property of all such systems. Because of this

and its ease of measurement the level of spike activity is proposed

to be the most precise definition for threshold. It is extremely use-

ful for comparing various phase lock loop systems and is independent

of modulation or loop filter.

Shown in Figure 5.15 is the threshold performance of all the first

order experimental systems in terms of rate of cycle-slipping (spikes/

sec.) vs. Ri with no modulation present (Z_=0). In the range of measure-

ments, the curves are uniformly spaced giving an excellent measure of

the difference in threshold amongst the various systems.

The loss in threshold for the modified tanlock (k=.9) amounted to

5.0 db, while the loss for tanlock squared (k=.5) was 5.1 db. The loss

for other values of k lie appropriately in between. An unmodified tan-

lock threshold curve (k=.75) is shown and its threshold is 3.6 db worse

than the modified curve for the same k.

For the Fokker-Planck model (k=O), Viterbi (17) has found the ex-

pected number of spikes/sec., S, vs. Ri for_ = O to be

_=2f N e-4Ri

This curve is also plotted on Figure 5.15o

ists between it and the experimental result.

(5.53

Only a small difference ex-

Considering the
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sensitivity of (5.5) to small errors in fN or No, performance is ex-

tr_ely good.

Thus it would appear that spike activity is a good predictor of

threshold for these systems, the level chosen being a function of the

use of the system. Only a 4db difference in Ri exists between a rate

of lO0 spikes/sec, and 1 spike/sec. This is important as it can be

used to place upper and lower bounds on the threshold. The dynamic

range used in taking the measurement vas large. Below a rate of .5

spikes/sec., the length of time required to obtain a good statistical

sample _as considered too long compared to the short term stability of

the system. Above lO0 spikes/sec., the system was not considered to be

useful because it was rarely in synchronism.

The threshold effect is not limited to the noisy case only. When-

ever the instantaneous value of the carrier frequency exceeds the open

loop gain, the loop loses synchronism. Such a condition can occur due

to a static shift in the carrier, a modulating signal or both. To

keep the loop synchronized requires that

+ < (5.6)
mp-- max

be satisfied, where _ is the peak deviation due to the modulating
mp

signal o

When (5.6) is violated by sine wave modulation, the output signal

essentially breaks up or distorts o An excellent example of the breakup

effect is seen in Figure 5.16 where _m = 2_o50 rad./sec. The result

is symmetrical because 2_o=0 and thus (5.6) is violated equally in both

directions. If _ _ 0, the result is asymmetrical in the direction of
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The breakup effect appears to be the same as if impulses were

added to the output signal. They are attributable to the 2 _ cycling

of the unsynchronized system. The longer the time that condition (5.6)

is violated the more impulses appear.

Provided the signal rate3 _m_iS within the loop bandwidth, the

breakup is caused only by excessive frequency deviation

_m = (_n_mf (5.7)

not the signal rate. As seen from (5.6) the maximum allowable devia-

tion for the first order case is equal to 2_ when 2_=0, and is pro-
max

portionately reduced for _a_O.

In Figure 5.17 is a plot of the fundamental of the signal output

Figure 5.16. Scope Picture of Output Signal Breakup -No Noise Present.

voltage 3 eormS, vs. the modulation voltage, eirms , (2_=0). The output
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Figure 5.19. Scope Picture of Output Signal Breakup --Noise Present

increases linearly as the input until breakup occurs, then as the input

increases still further the power in the fundamental frequency decreases.

The remaining power goes into the harmonics of the fundamental because

of the non-linear distortion that is introduced in cycle-slipping. The

more cycles slipped, the less power in the fundamental.

The only difference between the output spikes in the modulated car-

rier, no noise case and unmodulated carrier, noisy case is that in the

former the spikes occur periodically, in the latter they are random.

It is obvious then that any modulation of the carrier will tend to

make the threshold poorer than that shown in Figure 5.15. Therefore a

series of threshold curves were run for the modified tanlock system

(k=O and .75) with the modulated carrier. The results for a sine _ave
0

modulation of 200 cps is shown in Figure 5.18.

As the modulation index, mf, increases the threshold drops but the

extended lock range of k=.75, permits a much larger deviation Shan for
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k=0. In either case the drop in threshold for mf=ll.1 was 1.1 db, while

for mf=22.2 it was 3.5db. The degradation is not proportional to mf. As

long as the modulation rate is within the loop bandwidth, the loss of

threshold should only be a function of _m"

A picture of the breakup of an output signal due to noise and the

resulting impulses is shown in Figure 5.19 for _m=2_ 50 rad./sec. In

this case the breakup is not periodic but random, but the probability

of a cycle slip is greatest at _he peaks of the signal.

5.8. Design Criteria

The previous sections make it obvious that threshold is being traded

for improved lock range and synchronization time in the high CNR region.

It is therefore worthwhile to ask whether the use of the modified tanlock

or tanlock squared systems is Justifiable, since they are considerably

more complex and expensive.

One way to answer this question is to extend the bandwidth of the

simple system so as to obtain the same lock range as each of the tan-

lock and tanlock squared systems. This is equivalent to normalizing

the input CNR to L° R. rather than fN' By replotting Figure 5.15 in this

fashion we obtain Figure 5.20. It can be seen that in fact the thresh-

old of the modified systems improves as k increases getting as high as

+l.1 db for k=.9 tanlock and +1.05 for k=.5, tanlock squared. FiFe 5.20

indicates the various improvements. The noise bandwidths are no longer

the same for the different systems now. Thus in fact these systems do

have a higher threshold for a given lock range than does the simple loop.

th
But it can be concluded that the improvements for the n order systems

do not increase proportionately with n.
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If the output of the loop is to be further processed, then it is

advantageous to know the additional energy/spike that can be expected

for a given Ri • This information can easily be obtained from Figures

5.13 and 5.15.
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VI. EXPERIMENTAL RESULTS -- SECOND ORDER SYST]_S

Chapter 6 begins with a brief discussion of the types of filters

used in the experimental evaluation of second order phase lock loop

systems. Application of previously mentioned systems verification

follows. The experimental results are then divided into two sections,

each dealing with one type of filter. The order of presentation fol-

lows the established list of criteria. A summary is given at the end

so that the basic results might more easily be applied.

6.1. Discussion of Filters

Due to the many variations that can be introduced into the system

by allowing G(s) to be other than unity, only special cases of the Type

II and Type IIIa filters of Table 2.1 were considered in this investi-

gation° The choice of these two cases is based on several considera-

tions. For practical purposes, the Type II filter finds use in phase

lock loops used as AC_Amplifiers. It is unique since the noise band-

width is the same as that of a first-order loop if the open loop gains

are identical and the position of the pole of the filter only affects

the damping° For a noisy input, the phase variance is the same as that

of the first order case. The study of this filter gives a unique op-

portunity to see if additional simple filtering in the loop affects any

of the criteria of interest.

The Type III or imperfect integrating filter is the most general
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form that can be used for a second order system. It is generally oper-

ated under the assumptions of (2.29) for many applications involving

carrier tracking systems. No exact solutions of this system are avail-

able for either deterministic or stochastic signals and the interde-

pendency of the parameters makes a judicious choice difficult. However,

several sample cases were examined in this work.

Not all of the general tanlock syst_ns were tested in the second

order case. It is sufficient to show that the results stay in the

same relative position as those of the first order case for similar

values of k. Other cases can then be interpolated from the complete

study of Chapter 5. Thus for the Type II filter 3 values of k=O and

the modified tanlockj k=.75, were used while for the Type IIIa filter

only k=0 was evaluated.

6.2. Systems Verification

Once the desired characteristic of the phase comparator has been

formed and the correct filter inserted into the loop, the tests of

(5.1)3 (5.3) and (5.4) can all be performed. These were frequently

done and the results were the same as those already reported in Chap-

ter 5.

One caution in the use of (5.3) is necessary for the second order

systems. In general3 depending on the loop parameters, the capture

range will be less than the lock range. Thus if the loop operation is

such that it is outside the capture range but within the lock range

and loses synchronization 3 then synchronism can only be returned by

shifting the carrier back within the capture range. This means that
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when using a f.m. modulated signal, not only must the deviations be with-

in the lock range but the modulation rate must be such that the system

can track the deviation over the entire stable range. With this condi-

tion observed (5.3) is easily accomplished.

Before any criteria were evaluated the frequency response of both

the inserted filters, G(s), and the entire loop itself was checked as

outlined in Sec. 4.3.6° In each case the results indicated excellent

correlation between the measured and the design values.

The experimental investigation was limited to a look at the effect

of damping on the performance of systems with a fixed noise bandwidth

and consideration was given to underdamped3 critically damped and over-

damped cases. A discussion of the results for each type of filter used

will be done separately in the following.

6.3. Type II Filter

6.3.1. Equivalent Linear Noise Bandwidth

A circuit diagram of the Type II or RC filter is given in Figure

6.1. A complete list of the values and parameters which can easily be

calculated from Table 2ol, are given in Table 6.1. It should be noted

that

R

±
O

T=RC

Figure 6.1. Circuit for Type II Filter°
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Table 6.1

Parameter Values of the Experimental System Using a Type II Filter

k = 0 k = .75

R (ohm) 9300 9300 9300 8200 8200 8200

C (_fd) .01254 .0063 .0016 •0147 •0074 •0019

K(rad/sec ) 2330 4330 4330 4330 4330 4330

fN (cps) 345 345 345 345 345 345

•707 i 2 •707 i i. 91

the value of R was slightly different for the k=O and k=.75 cases due to

a change in the attenuation of the signal path necessary for easy imple-

mentationo No other system changes were made°

For all cases the equivalent linear noise bandwidth was 345 cps, the

same value used in the first order case° Thus comparisons are consider-

ably simplified. All results are plotted VSo the normalized input signal

to noise ratio Rio Three values of damping, _ = .707_ 1.0 and 2°0 were

used°

6°3°2° Lock Range

The relationship between the lock range and the capture range is

important in interpreting results for the second order system° The

steady state lock range curves described previously cannot be taken

above the capture range° This is because _once a noise peak causes a

loss of synchronism, the system cannot restabilize since it was in a

conditionally stable region to begin with° Thus the maximum value
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(no noise) of these curves will be CRrather than LRo

For this simple RCfilter 3 the capture range and the damping is

only a function of the pole position. No difference between LR and CR

was found in the laboratory for values of _ = 1 and _ = 2, but when

was reduced to .23, CR= .52 LR. _nis is a significant change, a re-

sult due to the sharp peaking in the response curve.

Figure 6°2 is a plot of the maximumlock range vs. Ri for the modi-

fied tanlock (k=Oand .75) using a criteria of 30 spikes/sec. The first

order system resulting for each has been plotted for reference purposes.

It is clear that as _ increases the curves slowly approach that of the

first order case. The difference in lock range is not significant be-

tween the first and second order system except in the important thresh-

old region where considerable improvement is obtained.

The results are not surprising since the small signal responses of

the first and second order cases becomevery similar within the 3rib

bandwidth as _ gets large° The large peak of the response as _ gets

smaller is what actually helps to improve the lock range until

the CRbegins to change significantly from LR at a value of about
1

- . Oncethe latter condition occurs, the actual lock range

curves drop below those shown. Thus _ = l, critical damping is an ideal

operating point°

6.3.3. Output Noise Power

A plot of the output noise power (VCOinput) in a 600 cps band is

shownin Figures 6.3 and 6°4 for the k=Oand k=.75 cases respectively.

The first order plots are given for comparison purposes and it is seen
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that the results are consistent with those in Chapter 5. The slopes of

both cases for the respective _ are identical in the high CNR region

indicating that the small signal parameters of each system were the

same o

It is noted that as _ decreases, the noise for a given R. in-
i

creases. Because 600 cps is very close to the 3db point of the response,

as _ decreases the peak of the response curve increases, increasing the

noise power in a given band° If a smaller band were measured the effect

would be much less. If the total noise were measured no difference

would occur because each fN is the same°

6o3o4o Threshold

Using the rate of cycle slipping as a measure of threshold be-

havior (2_=0), it is clearly seen in Figure 6°5 that the critically

damped case (_=l) shows a slight improvement over the first order case°

It amounts to o3db for k=O and °26 db for k=o75o For _=2 the first and

second order cases are almost indistinguishable, a result consistent

with the lock range measurements shown previously° It is significant

that for _= 1
2' the threshold decreases over the first order case.

These results indicate that an optimum v_lue of damping, _=l_

exists for the best threshold performance as defined here, verifying

the results of other authors such as Jaffe and Rechtin (lO) and Schil-

ling (13) investigating similar situations° The poor performance of the

underdamped case is a result of the capture range beginning to differ

significantly from the lock range° This has the effect of making the

spikes become interdependent, thus they occur in bursts rather than

singly. As CR separates further from LR this phenomena becomes more

pronounced.
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6.4. .Type Ill Filter

6.4.1. Equivalent Linear Noise Bandwidth

A _...." thec_ _It _o_gram of Type III filter used appears in Fi_are

6.6 and a table of values and parameters is listed in Table 6.2.

R1

--_--C

R2

Q

Figure 6.6. Circuit for Type III Filter

Table 6.2

Parameter Values of the Experimental System Using a Type III Filter

D E F D'

Rl(Ohm) 73O 73O 73O 73O

R2(ohm) 6580 658O 658O 6580

C(_fd) 1.37 2.34 5.90 2.74

7 i0 iO i0 i0

K(rad/sec) 20,000 23,450 253750 20,000

fN(cps) 228 228 228 194

.74 1 1.35 1

_n(rad/sec) 225 186 158 159

The implementation of this filter under the conditions of (2.29)



were rather difficult to achieve in the experimental system. Due to

bandwidth considerations the value of K _as restricted to 25,000

rad./sec, or less. Thus it was impossible to have

= cps

and

7 = >>l

as desired. As a compromise_ values of

fN = 228 cps

(6.1)

and (6.2)

7 = lO

were used. Yaterial presentation was not affected, since all plots

have been normalized to fN by using the parameter R i . For this par-

ticular filter, both K and the capacitor, C, were changed to obtain the

desired values of damping. Only the k=O case was considered.

6.4.2. Lock Range

For the design values of the Type Ilia filter listed in Table 6.2,

the capture range of the system was considerably less than the lock

range. Therefore no lock range measurements with noise were made out-

side the capture range.

Figure 6.7 is a graph of the lock range curves (k=O) vs. R. for _=
l

•74, 1 and 1.32 (D,E, and F, Table 6.2). The value of fN was kept con-

stant. Clearly the lock range decreases sharply as _ decreases as was

expected from the results of the RC filter. But the separation of the

curves is also quite significant. The first order case is given for

comparisons. Based on the same fN; the second order syst_ has a higher

threshold for a given lock range capability below +9.75db, but will be

better above this value.
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Table 6.2 indicates that K increases as _ increases. If the curves

are normalized to K instead of fN' they become much closer together

though the larger values of _ are still clearly better. However 3 no

valid comparison can now be made with the first order case, since under

this condition it is far superior. Only one spike/sec, was used for

this measurement because of the difficulty in maintaining enough sta-

bility to get consistent readings for values near the capture range.

6.4.3. Output Noise Power

The output noise power in 400 and 600 cps bands is plotted (D,E,F)

in Figures 6.8 and 6.9 respectively. The noise increases as _ de-

creases for a given R i as previously discussed° The noise outputs are

less for a given Ri when compared with Figure 6°2 since the fN is less

and the noise power is now distributed over a much larger band.

6.4.4. Threshold

The threshold curves (Z_=O) for this filter are shown in Figure

6.10. It is apparent that the larger _ is the better the threshold per-

formance for systems having the same fN" A check on the validity of

using fN for comparisons was made for the fourth set (D') of parameters

listed in Table 6°2o The loop gain was constrained to be 20,000 rad./sec.

so that for _-l, the value of fNwas 194 cps. By plotting this result

vs. Ri on Figure 6o10 it can be seen that it is almost coincident with

curve E, _=l. This was considered ample evidence that fN is the valid

criteria for comparing the second order systems alsoo

The threshold curve for the first order case has also been plotted

on Figure 6.10. It has a better threshold performance than any of this
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type second order case. A loss of o7db occurs if _=l but as _ gets

larger, the two cases approach each other. Again bursts of pulses ap-

pear, getting more frequent as _ gets smaller. This appears to be the

main reason for the higher threshold caused by this type of filter.

6.5. Summary

From the experimental results it is evident that both the type of

filter and the damping of a second order system have significant effects

on performance. If the lock range and capture range of the system are

comparable, improvement in both lock range and threshold performance can

be obtained and the critical damping case (_=l) appears to be optimum.

In other cases where CR is considerably less than LR (Type IIIa), some

loss in threshold is found but this can be traded for a gain in lock

range above a certain value of Ri. Again _=l, seems to be a good com-

promise, but the designer must be more critical in considering the appli-

cation.

Thus in fact second order systems do have slightly better perfor-:

mance than the equivalent first order systems based on the criteria

herein evaluated°

The results of this chapter can be extrapolated to the general tan-

lock system, by using the results of Chapter 5. Thus it was not neces-

sary to redo all the data for the second order system, spot checks being

sufficient to verify this conclusion.



105

VII. EXPERIMENTALRESULTS- LIMITER

This chapter presents experimental results where a limiter is used

in conjunction with a first order phase lock loop. Comparisonsare made

with results of Chapter 5. Performance of the limiter alone is also

included.

7.1. Background

The previous chapters have all been concerned with the per-

formance of fixed bandwidth phase lock loops. The carrier w_s of

fixed amplitude and the CNR varied by changing the noise level only.

Such a procedure enabled us to take a look at the fundamental loop opera-

tion.

Frequently these systems are operated in conjunction with external

control units such as an AGC system or a limiter. The purpose is to

reduce the carrier level as noise increases so that the bandwidth of the

system is reduced. Thus over a large range of CNR the value of the

phase error increases more slowly, permitting a lower threshold occur-

rence. Jaffe and Rechtin (lO) and Gilchriest (ll) showed that the limiter

was a sub-optimum way of minimizing the mean square phase error of a

loop due to a combination of signal and noise. An AGC system was shown

to be a much poorer method.

For practical reasons it is advantageous to use a limiter to keep
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the noise and signal levels within reasonable bounds. Furthermore, it

is hoped that because of the suppression of the noise peaks and in-

duced bandwidth changes, that the systmmwill perform as well or better

than the samesystem under the sameconditions without the limlter.

With this in mind, a limiter was added to the overall system sh_n

in Figure 4.1. The purpose was to compare system performance with that

of a loop with no limiter.

7.2. Limiter Performance

The limiter design consisted of two high gain amplifiers each fol-

lowed by a double diode clamp (see Figure B.3). A low impedance output

was provided by an emitter follower. The output of both stages was hard

limited by a 30mv signal at the input and the output level w_s ± .5

volts. A 50 mv signal was used in all tests insuring that signal and

noise would be hard limited for all values of CNR. The linearity of

the system wlthout the diodes was excellent and the frequency response

well over 700kc.

In general it can be assumed that the total output power of the

limiter (26)- in a band centered at the signal frequency is constant,

i.e.,

If it is assumed that

s + = K (7.1)
P P

where a = constant

s
= a (7.2)

then it follows from (7.1) and (7.2) that
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N
P

K
S.

1

(7-3)

and

S
P

,S.

S.

N. +I
1

(7.4)

To measure the output signal component and the noise centered

about it, the test set up of Figure 7.1 was used. The input signal

I VCO
Limiter

_ Bandpass

Amplifier

Spectrum

_Analyzer

RMS

Meter

Figure 7.1. Block Diagram of Limiter Test System.

and noise are easily measured since the system is linear to this point.

At the output_ a spectrum analyzer was used to measure the output sig-

nal component and an rms meter measured the total power.

A plot of the signal power and noise power in a narrow band cen-

tered at 450 kc vs CNR is shown in Figure 7.2. It can be seen that the

results are similar in shape to those given by (7.3) and (7.4) 3 though

the output power was not quite constant over the entire range of CNR.

No attempt was made to band limit the input noise so its spectrum ran

from lOOcps to 500kc° The effect of this additional noise at the input

is to essentially add additional energy at the carrier frequency as

well as noise in the center band.
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7.3. Syst_n Performance

Several of the performance curves previously described in Chapter

5 were rerun for the first order tanlock system preceded by a limiter.

These are described below. Since the limiter effectively prevents the

amplitude of the noise from exceeding that of the peak signal, no

modification of the tanlock system is necessary for these measurements.

It should be noted that only the special case of Z?_=0, with no modula-

tion was considered in this section.

7.3.1. Equivalent Linear Noise Bandwidth

With no noise present# the loop _as adjusted to have a noise band-

width of fN=345cps. This was to make comparisons between systems with

and without a limiter. A value of fN=61Ocps _as also used to check

syst_ns with a different bandwidth.

7.3.2. Lock Range

The lock range curves vs CNR are shown in Figures 7.3 and 7.4

respectively for a l0 spike/sec, criteria. The relative position of

the curves is maintained though the respective improv_nents of the

various systems decreases throughout the entire measurement range of

40 db. The curves seem to converge at very low CNR. The lack of a

threshold is apparent and these curves should be compared to those of

Figure 5.8 where no limiter was used. The curves do become linear,

which is caused by the fact that the signal is now decreasing linearly

with CNR.
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7.3.3. Output Noise Power.

In the linear region, above the threshol_ of the limiter, all

systems have approz_imately the same output power as expected_ see

Figures 7.5 and 7.6. However, when Z_=O, no threshold-spikes-appear be-

cause of the limiter. As a result it would be expected that the noise

continues to increase linearly with CNR° Due to the fact that the

bandwidth of the system is continually decreasing, however, the overall

result is to maintain the output power fixed below a certain CNR. This

point is a little higher for the higher bandwidth systmm because of

the fixed measuring band at the output° The higher the value of k, the

larger the output noise, though the differences are not very great.

7.3o4. Threshold.

No spike phenomena for Zko=0 was observable regardless of the noise

bandwidths used or the level of input noise. However, clearly cycles

are slipped by varying _ slightly from zero as was seen by the lock

range curves of Figures 7°3 and 7.4.

This effect can be explained by studying Figure 7.2. As CNR de-

creases the signal level, A_ measured in rms volts, decreased, causing

a proportionate reduction of the loop bandwidth. Though the output

noise of the limiter is not flat, it might be assumed after the narrow-

band filter that the noise into the loop is flat. The value of Ro (5.5)
l

calculated at the limiter output can be found based on fN for each input

signal to noise ratio. These are listed in Table 7.1 for the k=0 case.

As can be see_ Ri, though decreasing with CNR, never reaches the thresh-

old level of the universal curve of Figure 5.15 o Thus no spikes will

occur for_=0o
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Table 7.1

Parameter Values of a First Order Experimental System
Using a Li_Iter (k=O_

CNR A fN Ri (dh)

® 1.O 345

4.71 .93 321 45.9

2.27 .855 295 43.1

.641 .6O8 210 33-3

•333 .490 169 30.85

•19 .38O 131 29.7

.125 .310 107 27.55

.0666 .235 81 27.1

.O284 .145 5O 24.7

•0154 .1 34 23.1

•OO83 .075 25 22.O

7.4. Conclusions

In order to adequately compare the first order systems, with and

without a limiter, the measured criteria must be compared on the basis

of th.e same Ri at the receiver input. In the former case Ri must be

measured at the llmiter input, not at the detector input as is done

in the latter case.

Figure 7.7 is a replot of Figures 5.8 and 7.3 vs. the parameter Ri

measured at the receiver input. It appears that for a given Ri_ the

system without a limiter has a better lock range performance even though

it has a threshold.' This also means that a much higher modulation index



116

ii

I
4-10

Colculoted Check Points
Modified Tonlock- No Limiter
Unmodified" Tonlock. Limiter

, I , I i I
+20 +30 +40

Fi_eT.7.

R I (db)

Comparison of the I_ic Lock Range Curves of a First
Order Tanlock Loop with and without a Limlter



117

for a given _ can be obtained using the system without a limiter.
m

As a check on the validity of the limiter results, a few points

were calculated from Figure 5.8 for the various fN's of Table 7.1.

These points lie quite close to the actual measured curve indicating

the consistency of the experimental results. It should be noted that

the spike rate for the two cases is different, but the results would

not be significantly changed if they were the same.
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VIII. THE THRESHOLD PHENOMENA

This chapter attempts to clarify the threshold problem of phase

lock loops. A definition of the threshold is given which is precise

but general enough to include all systems. A thorough discussion of

the causes and effects of spikes is also included. Statistical evi-

dence is then presented to verify the conclusion that the spikes follow

a polsson distribution.

8.1. Causes of Thre_hold

Most non-linear systems when subjected to signal and noise will

exhibit a threshold at some value of CNR. This threshold has been de-

fined as the point where some chosen index of performance, usually the

output signal to noise ratio, exhibits a knee in the curve. This is

generally where the performance deviates significantly from that which

is expected if the system were linear. At best this definition is am-

biguous in many situations.

From this research effort it is concluded that for threshold in

systems llke the phase lock loop containing a periodic non-llnearlty#

the most meaningful definition is the level of spike activity at the

output. It is very precise, accurate and easy to measure. It also

seems very natural since once spikes begin to appear, they increase

rapidly for only small changes in CNR. Furthermore the use of this
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criteria is independent of the loop filter, the modulation and the spec-

trum of the input noise though the CNR where the threshold occurs is

not. It is also the most efficient method of comparing any system which

exhibits the spike phenomena.

The cause of these spikes is due to momentary losses of synchronism

which cause the syst_ to restabilize 2_n (n=+l,+2_..o) radians from its

previous stable point. Each complete cycle of 2_ radians causes one

spike at the output. The polarity of the spike depends on the direc-

tion moved. If 2_0=0, positive and negative pulses are equally probable.

A thorough analogy of this phenomena with a pendulum is given by

Charles(22). The description of the spikes as impulses can only be

considered approximate, since most of the energy is contained in the

equivalent noise bandwidth of the loop (see Figure 5.12).

Consider a phase lock loop _ith noise and no signal. Loss of lock

will be caused by a noise peak forcing the phase error to exceed its

maximum stable value. For a first order syst_n, the spikes occur at

independent, random intervals following a poisson distribution (see

Section 8.3). In second order systems, if LR and CR are comparable, the

spikes occur at independent, random times. As soon as CR differs sig-

nificantly from LR, the spikes begin to occur in bursts of varying

length, but as Charles (22) points out the bursts appear to follo_ a

poisson distribution°

As modulation increases3 the occurrence of spikes or bursts of

spikes tend to occur more frequently for a given CNR. They are also

more likely to occur at the peak deviation of the signal, thus de-

veloping a strong dependence on the modulation. In the limit 3 the
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signal alone can cause spikes without noise.

8.2. Effects of Threshold

The threshold point of a system can be termed the value of CNR

below which the system cannot be used for its design function. At the

onset of threshold, the output noise in some information band was seen

to increase more rapidly. This is explained by the additional energy

created by the spikes. When a modulating signal is present, cycle

slipping causes the signal energy to be spread over a large band. The

result is that the output noise power increases, and the output signal

power decreases, thus causing a large drop in the output signal to noise

ratio. This latter effect, the signal breakup, has not been previously

mentioned in the literature.

It should also be noted that below and in the region of the thresh-

old, the slope of the output signal to noise ratio will vary for a

phase lock system of the same bandwidth. This is because the spike

energy is not distributed uniformly in the low frequency region and

thus the information band strongly influences the noise power measure-

ment. Similarly the deviation for a f.m. or p.m. signal influences the

noise power measurement.

8.3. Statistical Analysis of Spi_ PheDomena

Before a threshold model of the loop can be developed, it is desir-

able to know some of the statistics of the spike occurrences for the

first order systems due to noise alone. Both Lindsey (18) and Schil-

ling (23) have assumed that if the noise at the input is gaussian,

the pulses follow a poisson distribution. Though Rice (24)
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shows that this is true for the output spikes of a discriminator,

there has been no evidence to show that this is true for phase lock

loop systems. Evidence is nowpresented to verify that the necessary

conditions for this hypothesis are true within the limits of the tests

performed.

A strip recording of about 300-600 spikes for the tanlock system

(k=O, -5, .75 and .9 2_o=0) were taken at specific values of CNR with

no signal present° A sample of one strip appears in Figure 8.1. Three

basic tests listed below were then performed on each set of data in an

attempt to establish the statistics of the spikes_

(1) An Interval Histogram, a distribution of the intervals be-

tween successive spikes.

(2) A Joint Interval Histogram, a joint distribution or auto-

correlation of two successive spike intervals.

(3) A Chi-Square Test, which tests the hypothesis that the

samples come from a specified distribution.

8.3.1. Interval Histogram

By measuring the interval between successive spikes for a given

set of conditions an interval histogram similar to that of Figure 8.2

•=+8.49db. A dead spacecan be drawn. In this typical case, k=O, and Rl

of .0049 sec. is plainly shown, while all the other intervals were ar-

bitrarily chosen to be .0195 sec.

The dead space is explained by the fact that it takes a finite time

to cycle through 2_ radians, this being the minimum time possible be-

tween any two pulses. The total number of pulses are measured, since

the positive and negative pulses are equally probable (£Xo=O).

A much simpler method of plotting this data is to choose a fixed
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Order Loop (k=O) Showin_ Cycle Slipping Spikes
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interval of time on the recording and then count the number of pulses

occurring in each interval. Then by counting the number of intervals,

nj, for a specified number of pulses, j, the discrete distribution of

Figure 8.3 is obtained. Using this particular formulation it is much

easier to apply the Chi-Square Test.

k=O, .5, .75 and .9.

obtained as

A set of distribution graphs is shown in Figure 8.4 for values of
I

The average value of the distribution is easily

r

7 jon.

= = .i=o 0 (8.1)
n.

j=o 0

where r = number of data intervals and

n = total number of points =

r

7. n.

j=o 0

The histograms all appear to follow a poisson distribution whose den-

sity function is

-_ _J
p(j) _ e j: (8.2)

A

By using the value of k, found in (8.1), (8.2) is also plotted in Fig-

ures 824,8.5o The theoretical densities for poisson processes fit the

experimental ones quite well.

8.3.2. Joint Interval Histogram

By measuring the time intervals between all pairs of adjacent

pulses, a typical joint interval histogram, Figure 8_, can be drawn.

The number of dots in each square represent the third dimension or

height of the plot. In this case k=.5 and the intervals were equal to

•4 sec.

The distribution appears to be symmetrical about the 45 ° axis, a



125

2O

ni

I0

0

/
!

\

k=O
'_, 6.11

\

I

4 t
s ,o I

Figure 8.3. Distribution Graph of Cycle Slipping Spikes (k=O)



126

2O

nj
np(j)

I0

0

k=O
_=3.2

I _

I \
5

I
_o j

2o

nl
no(i)

I0
/

/

I

i

5 I0

Fi_e8.4. Distribution Graph of Cycle Slipping Spl_es for
Several First Order Taulock Systems Showlng Theoretical

Polsson Distributions (k=O, .5)



12?

IO

O

/

k =,75

'_,3.89

s =o I

2O

nl
np(l)

I0

4
0

Fl&ure 8.5.

k,.9

/_,4.17

\I

I
I \
I

A\
\

S _0 I

l_stribution Graph of Cycle Slipping Spikes for

Several First Order Tanlock Systems Showing Theoretical
Polsson Distributions (k'.751 .9)



.128

I Unit ,.4 s( :

Jt
Z

.c_
m

i

0

i=

i

e

, e •
(,

e e 0

e o • • e e • •

• e o • •

" !;'"o *
e o me • oJ e •

I e

• e
e e el • • • e o •

• e 4e e • e •

°•e• •e I ° o o e fe • • •:,, . ., .
em b e# o • oe

e 0

e

e.i •eo o ,Jee• e eoe • • • • •

; "' .. : " . . . ,• Oe • • • • • • •

• • • • e o• • •

•".'...:.;.::'"":::? • .: . .egg • • eeoc • • • e 4
• • • e •

e # dee •

•' ..... :'.'."• ee eoel2 •e•eCoO•e• • • • • ! e • • •

o e ee • • • I •• e•_, e_ oe%e • e • • •
I

0 4 8

First Time Interval Bin Number

12

Figure 8.6. _Jpical Joint Interval IIlsto_nsm (k-.5)



129

necessary condition for independence. A cross section through any row:or

column, indicates nniformity and the rows and columns near zero haVelthe

same density function indicating that they_ are independent of position.

Not enough samples are available to carry this result much past the

fourth or fifth interval. No clusters of pulses occur so that no

burst phenomena, like in certain second order cases, is present. Thus

a satisfaction of these necessary conditions leads to the conclusion

that the pulses occur independently in the noise only case (2XD=O).

These results are typical of all phase lock loop systems with a peri-

odic nonlinearity.

8.3.3. Chi-Square Test

The use of the Chi-Squared significance test for this problem in-

volves an application of Theorem 12.4.2 found in Fisz! 25) We are to

test the experimental distribution against the assumed poisson distri-

bution. Since the one parameter, h, is unknown, it must be estimated

by a maximum likelihood estimate. For the poisson distribution this

A

is the same as h of (8.1). The statistic

r )2

_2=_ _ (n'i-n_Jn_.

j=l J

(8.3)

• = probability of the value j occurring must then be calcu-where _O

lated. The test

p. x 2 _>X >a (8.4)

where a is the level of significance generally .O1 or.05 is then made.

If (8.4) is true then the hypothesis that the samples come from the

assumed distribution is accepted with a certain degree of assurance.
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Otherwise the hypothesis must be rejected.

Table 8.1 is a tabulation of (8.3) and (8.4) along with the de-

grees of freedom _=r-2, for the data given in Figures 8.3 and 8.4. In

each case the hypothesis test was positive by a wide margin. Thus it

Table 8.1

Tabulation of Results of Chi-Square Test on Cycle Slipping Pulses

k X k

0 6.ii 6o I01 •52 7

0 3.2 3 •418 .33 3

•5 4.45 7.757 .I 4

•75 3.89 1.863 •65 3

•9 4.Z7 2.844 .60 4

is believed that the pulses are independent and follow a poisson distri-

bution. This conclusion is valid for the first order modified and un-

modified tanlock systems as well as the second order systems which do

not exhibit the burst phenomena.
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IX. CONCLUSIONS

9.1. Conclusions

The experimental research effort _as extremely successful in every

respect. Relative comparisons were easily made amongst the systems

considered. It can be concluded that not only does the non-linear phase

comparator affect performance but some improvements can be obtained over

the simple sine comparator.

Based on a fixed bandwidth criteria, it is clear as shown in Sec-

tion 5.7 that the threshold for the modified tanlock and tanlock squared

comparators increased as k increased_ i.e., as the system became more

non-linear. If, however_ loop design is based on a fixed lock range

criteria, then the threshold actually decreases as k increases (See

Figure 5.20).

No significant differences were observed between the modified tan-

lock and tanlock squared comparators for the same lock range. However,

if Figures 5.13 and 5.14 are compared it can be seen that the unmodified

tanlock squared had a lower threshold than the unmodified tanlock, a re-

sult predicted by the Fokker-Planck Model.

The results of Chapter 6 show that under certain conditions the

insertion of filtering into the closed loop can improve certain per-

formance criteria° From this it might be inferred that systems of

order greater than 2 might even do better° The generally accepted use

of critical camping in second order systems was shown to be a
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desirable design criteria.

It is felt that a significant contribution _as made in the es-

tablishment of universal curves for lock range and threshold. These

curves should prove extremely useful to designers desiring to use these

systems in the future.

The simple definition of threshold given in terms of spikes/sec.

and the ease with which it can be measured is a most worthwhile re-

sult. A close study of the results presented in Chapters 5 and 6 show

this definition to be independent of loop filter, modulation and com-

parator. The choice of the threshold, which can be made from the

curves given, is based on the designers ultimate use of the particular

system.

Finally the statistical distribution of the spikes, shown in Chapter

8 to be poisson for the first order loop and special cases of the second

order loop should prove useful to those attempting to model the thresh-

old behavior.

9°2. Recommendations for Future Study

Since the Fokker-Planck Model fails to make an accurate prediction

of the threshold for certain classes of non-linearities, it would be

desirable to pursue other methods of attack° One of these might be the

generalized Kolomogorov Equations where the Markov assumption is not

nec mssary.

This would have the effect of placing the threshold phenomena on

a more mathematical foundation° It would also enable an optimization

procedure to be used to find the nonlinear phase comparator giving the

best performance in some sense. Finally it might enable an easier



135

evaluation of higher order systems to be made, avoiding the tedious but

rewarding experimental approach.

Finally it would be advantageous to compare the above results with

systems which perform similar functions. These might include discrimina-

tors and frequency feedback systems. Since a theoretical approach would

be as difficult as that for phase lock loops, an extensive experimental

study should prove worthwhile.
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APPENDIX A

This section includes items measured in conjunction with the many

tests discussed and referred to in Chapter 4 but not included therein.

Table A-I

Frequency Response of the Philbrick Analog Divider and Multiplier

Divide Mode MultiD3_¥ Mode

el( S) e2(d.c) fs(KC) e3(KC)

1.O 2.0 1 64 27

1.0 2.0 2 52 5O

1.0 2.0 3 54 69

l.o 2.o 5 54 8o

i.o i.o 1 30 26

i.o i.o 2 29 51

i.o l.o 5 36 90

1.O .5 1 14.9 26

1.O .5 2 15.2 51

I.0 •5 5 42 90

I.O .2 1 7.6 26

i.o .2 2 15.4 53

1.O .2 5 43 90

.1 .2 5 7

•5 .2 5 22

f3 = -3 db point.
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APPENDIX B

Appendix B includes the circuit and component diagrams for the

entire experimental system used. All component values have been given

and the transistor and diode types specified. It should be noted that

all values of resistance are in ohms and capacitors in _f unless other-

wise specified. All coils were wound with No. 28 SEW.

Individual sections of the system are given in Figures B.1 through

B.7 and the entire layout in Figure B.8. The special circuits used to

measure spike activity are given in Figure B.9.
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